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Summary

Productive Struggle: How Artificial Intelligence is Changing Learning, Effort, and 
Youth Development in Education, recently released by Bellwether, considers the role 
of GenAI in education. It proposes a criterion for evaluating these new technologies’ 
impact on student learning: When does ease afforded by GenAI enable greater learn-
ing, and when is ease a shortcut with a hidden cost? Toward this end, it examines 
how AI-powered tools may interact with a student’s memory and information pro-
cessing, attention and engagement, motivation and mindset, and metacognition and 
self-regulation. Unfortunately, the report conflates the distinct and often implic-
it meanings of learning, which leads to unjustified conclusions about the potential 
impact of AI in education. Taking a highly individualistic lens to learning, and thus 
often overlooking complex classroom environments that impact learning, the report 
also makes unfounded inferences about the use of AI-powered tools in classrooms. 
Further, it does not offer proactive recommendations to mitigate the known harm 
associated with the use of GenAI, particularly when used with children and youth. In 
sum, while the report restates and reminds us of important questions that must be 
addressed, its usefulness for policymakers is quite limited.
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I. Introduction

Access to Generative AI (GenAI) chatbots like ChatGPT has upended schools. Main-
stay homework and course assignments that constituted the bulk of grades in mid-
dle and secondary schools are now easily completed with chatbots. The difficulty to 
accurately detect the use of GenAI has generated a crisis, with educators even more 
anxious about cheating and plagiarism. An added concern is that AI-powered tools 
can short-circuit vital learning processes, making students dependent on the tech-
nology. On the other hand, GenAI could potentially reduce time spent on certain 
tedious tasks, freeing up resources for higher-order thinking and more meaningful 
activities. 

Thus, GenAI presents profound opportunities, challenges, and dilemmas for schools. 
But how to balance the potential risks with benefits is worrisome, especially as AI 
entered schools “without evaluation, assessment of risks and benefits, training for 
educators, or any other adoption steps that historically would have been considered 
indispensable to effective technology integration.”1 

Attempting to address this gap is a recent Bellwether report, Productive Struggle: 
How Artificial Intelligence is Changing Learning, Effort, and Youth Development 
in Education, authored by Amy Chen Kulesa, Marisa Mission, Michelle Croft, and 
Mary K. Wells. It endeavors to go beyond the popular good/bad binary of GenAI in 
classrooms. Drawing on the construct of productive struggle—the process in which 
a learner engages with “challenging tasks or problems that require effort, critical 
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thinking, and persistence to solve”2—it proposes a criterion for evaluating these new 
technologies: When does ease afforded by GenAI enable greater learning, and when 
is ease a shortcut with a hidden cost?

II. Findings and Conclusions of the Report

The report finds that the risk with GenAI “is more than cheating; it is about students 
outsourcing the hard, mental work, like generating ideas or grappling with ambigu-
ity, that builds their capacity to think independently.”3 This perspective is ground-
ed in a framework of productive struggle, which entails students working through 
problems that are beyond the reach of what they can solve independently but can 
reasonably succeed at with support. The level of struggle needs to be appropriate: 
Too little struggle does not carry significant learning benefits and too much can dis-
courage learning. 

Drawing on research in cognitive science, the report identifies four factors that con-
tribute to learning4: memory and information processing; attention and engage-
ment; motivation and mindset; and metacognition and self-regulation. It describes 
how productive struggle can contribute to each of these processes and how AI-pow-
ered tools can either benefit or deter productive struggle in each. For instance, with 
respect to metacognition, the report suggests that an AI-powered tool’s timely and 
targeted incorporation of guided self-reflection into a lesson can increase a student’s 
capacity for metacognition. Under other conditions, over-reliance on AI guidance 
can diminish students’ ability to manage their own learning process. 

The report identifies seven recommendations, emphasizing the need for educators, 
developers, funders, and policymakers to work together to intentionally integrate 
GenAI tools into schools: 

1.	 Reimagine and redefine what students need to know and become. 
Educational goals need to “cultivate students’ capacity to make meaning, weigh 
evidence, sustain effort, and exercise critical discernment and complexity.” 

2.	 Build coherent systems that align capacity and technology to learn-
ing. Effective AI adoption requires “a coordinated approach across profession-
al development, infrastructure, curriculum, and assessment.” 

3.	 Empower educators to redesign assignments for an AI-rich world. 
Educators need support in developing new assessments that help students 
“learn not just content but also discernment, iteration, and independent think-
ing.” 

4.	 Reinvest in research that reflects the moment. There is a need for a 
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“new wave of interdisciplinary inquiry, bringing together cognitive scientists, 
developmental psychologists, educators, and technologists, to study how stu-
dents actually experience AI in real classrooms.” 

5.	 Reorient measurement to learning, not just use. Educational technolo-
gy should be evaluated on outcomes like engagement, knowledge transfer, dif-
ferentiation, and classroom connection rather than conventional metrics like 
number of users or session length. 

6.	 Develop benchmarks that reflect how students learn. AI tools should 
be assessed for “how they shape persistence, curiosity, and long-term under-
standing across diverse students, including those with learning differences and 
those learning in multiple languages.” 

7.	 Center learning science in product design. Principles from cognitive sci-
ence, developmental psychology, Universal Design for Learning, and the sci-
ence of motivation and productive struggle should be embedded into the design 
of tools from the outset. 

III. The Report’s Rationale for Its Findings and Conclusions

The driving assumption behind the report is that productive struggle is a key process 
involved in meaningful learning. It focuses on four components of learning that it 
identifies as most crucial: memory and processing; attention and engagement; moti-
vation and mindset; and metacognition and self-regulation. It assesses AI’s possibil-
ities and limitations within each of these domains, although it is not altogether clear 
how the domain assessments are specifically linked to the final recommendations.

IV. The Report’s Use of Research Literature

The report incorporates peer-reviewed research, but heavily relies on reports, blog 
posts, and news articles. Its use of the research is limited by its narrow definition 
of productive struggle and learning, which are mostly conceptualized as individual 
attributes and processes. It relies exclusively on psychological and cognitive science 
approaches to learning. While these perspectives have value, they often overlook 
complex classroom environments that impact learning.5 

For instance, it is assumed that students’ zones of productive struggle can be easily 
identified—an assumption that holds up better in individual experimental condi-
tions rather than social environments like a classroom. Educational researchers who 
study classrooms have raised concerns about such individualistic views of effort and 
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motivation.6 Realistically, productive struggle involves an interplay of peer dynam-
ics, student-teacher interactions, and the particular task at hand.7 Productive strug-
gle must be viewed within a collective enterprise that depends on a host of social 
factors: how students engage with each other’s ideas, collaboratively determine the 
parameters of a problem, and negotiate social relations such as authority, smartness, 
and interpersonal issues.8 

Additionally, the report creates a false distinction between cognition and “the human 
side of learning,” a dichotomy that has been contested in the literature.9 It mistak-
enly extrapolates the potential affordances of individual students’ use of AI tools to 
whole class contexts without a basis for doing so.  Such unsubstantiated conjectures 
gloss over the centrality of expert teacher facilitation.10 Relatedly, emphasis on in-
dividualistic over collaborative approaches to learning reflect different assumptions 
about and goals for education, especially related to democracy.11 

The report’s lack of attention to two areas of research is particularly glaring. It fails 
to adequately highlight the associated risks to student privacy, a prominent theme in 
existing research.12 It also entirely sidesteps a well-developed line of literature doc-
umenting educational technology’s negative and disproportionate impact on low-in-
come students of color.13 

V. Review of the Report’s Methods

The report does not outline its methods for selecting documents nor its criteria for 
what constitutes learning. Specifically, the report lacks a clear definition of learning, 
which makes it difficult to assess findings across the literature. To be sure, learning 
has many meanings: the acquisition of skills and knowledge, conceptual change, and 
changes in identity or participation, to name a few.14 Studies referenced in the re-
port use implicit definitions, but this only contributes to further confusion, leaving 
one to wonder what form of learning the report is referencing at any given moment. 
An attentive reader is left comparing apples to oranges with respect to claims about 
learning. To the extent we can discern a definition, it appears to default to test scores 
and self-reports. These are poor measures of deep conceptual learning. 

Additionally, the report does not adequately attend to differences in learning over 
time. A cited study, which reported on a randomized control trial in high school 
math classrooms, highlights why it is important to consider time. The study showed 
that ChatGPT can dramatically increase students’ immediate success in assignments 
where they used the tool, but degraded their performance relative to the control 
group when they did not have access to the tool in an examination.15 Looking at 
learning over the short term alone would be misleading.  To be clear, it is not simply 
a matter of long-term retention. Without a systematic consideration learning over 
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time, the report conflates fundamentally different types of learning.

Without a baseline definition of learning, or even an assessment of how the cases in 
the cited literature measure up to the report’s criterion of productive struggle, it is 
not possible to compare the claims of each cited case.

VI. Review of the Validity of the Findings and Conclusions 

The report’s conclusions call for educators, developers, funders, and policymakers 
to work together to address the intentional adoption of AI into classrooms, develop 
an interdisciplinary research base for how AI shapes learning opportunities, support 
teachers, and expand notions of learning and assessment.  These are all reasonable 
and laudable. But they are not based on findings emanating from the report. Put dif-
ferently, the conclusions (which are rather generic and aspirational) could have been 
written apart from this report.

As noted above, its most serious flaw is its failure to explicate the forms of learning 
afforded by an AI-powered tool.  Without this, how can we answer the central ques-
tion asking for an assessment of AI’s impact on that very issue? The report applies 
a concept of productive struggle, which could have proven helpful. But it views the 
struggle as individual in nature, overlooking classroom dynamics that impact learn-
ing. These include, of course, the complex interplay of different students in each 
setting, peer and student relationships, and collaboration, among others. 

The report’s effortfully balanced approach prevents it from providing a more in-
depth exploration of the very serious risks of GenAI in classrooms. It could have 
maintained its fairness without glancing over topics where AI poses great potential 
harm, still underscoring the documented risks given the stakes. For instance, the re-
port extends into areas “beyond cognition,” what it terms “the human side of learn-
ing.” Yet on the “human side” is the real, documented role of chatbots in suicidal ide-
ation. Unfortunately, the report does not give this threat sufficient weight, writing 
that “while one study found that chatbots can reduce suicidal ideation in some users, 
other cases, highlighted in recent lawsuits, point to potential harm for other users, 
particularly those under age 18.”16

This risk to student life raises the stakes of any study quite beyond whether AI-pow-
ered tools may be “beneficial” or “harmful.” The risks of students using chatbots are 
numerous, and corporate developers have often not been trustworthy. As one exam-
ple among many, Meta formulated policies for chatbot behavior that permitted the 
company’s tools to “engage a child in conversations that are romantic or sensual.”17 
Given all of this, there must be guardrails that protect children and youth in any rec-
ommendations around AI use, even if it slows technology development. 
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AI-powered tools’ potential harm is not limited to self-injury. They can also harm 
youth through a multitude of routine and cumulative interactions: from having to 
use image generation tools that exhibit racial biases18 to learning with tools that co-
vertly discriminate based on racialized dialects.19 

In total, the existence of these quite substantial risks makes the report’s even-hand-
ed approach hard to swallow. From learning to suicidal ideation, the report notably 
lacks any recommendations that ensure the mitigation of harm from the use of Ge-
nAI.

VII. Usefulness of the Report for Guidance  
of Policy and Practice

The report constructively points out that effective use of GenAI in schools requires 
slow, steady work for any real progress. Its recommendations focused on reenvi-
sioning what students learn, supporting educators in redesigning assignments, and 
investing in research, are all worthwhile considerations. Unfortunately, their generic 
nature limits their usefulness. 

At a minimum, and going forward, useful guidance must clearly articulate what is 
meant by learning and how AI-powered tools might contribute to and detract from 
such learning. Proposals for AI use must account for the social, collaborative nature 
of learning; in other words, it must capture what occurs in a real classroom. Signifi-
cantly, recommendations around AI must address privacy concerns and attempt to 
mitigate the potential and known harms associated with the use of GenAI, particu-
larly when used with children and youth. Finally, recommendations need to account 
for a historical pattern of racial bias and an intentional vision for the use of these 
tools in a democratic society. Unfortunately, this report does not engage these topics 
and while it restates well-intentioned aspirations around using AI, it fails to provide 
actionable guidance for policymakers.
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